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Abstract—The concept of 3D freehand ultrasound has been 
of great interest to researchers for decades due to many 
advantages over conventional 2D ultrasound, such as image 
quality that is less dependent on a sonographer’s skills and more 
intuitive and interactive 3D views of scanned objects. However, 
obstacles such as the need for spatial calibration remain, which 
hinder the effective application of this technique in clinical 
settings. Here we report the feasibility and accuracy of 
performing spatial calibration based upon a closed-form 
solution to matrix equations formed by two independent general 
motions. We achieved millimeter-level accuracy for 
translational and degree-level accuracy for rotational degrees of 
freedom. The calibration accuracy may be further improved by 
optimizing the matrix solution.  
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I. INTRODUCTION 

A. Background 
To acquire intuitive and real-time ultrasound (US) images 

with high-quality, three dimensional (3D) freehand US 
technique has attracted much research attention in recent years. 
This method permits reconstruction of 3D structures of the 
imaging object by determining the positions and orientations 
of successive two dimensional (2D) US images based on a 
tracked 2D US probe [1]. Popular tracking sensors that meet 
the accuracy requirements of the probe tracking include 
mechanical arms, electromagnetic sensors, and optical sensors 
[2]. Most tracking systems require markers or receivers to be 
attached to the tracking objects, but because these may not be 
attached to the US imaging plane, they are usually attached to 
the probe surface. This causes a discrepancy between the US 
image tracjectory and tracked probe motion due to a lever 
effect at the reference [3]. Thus, a spatial calibration that 
transforms the probe motion to the US image motion is 
essential to obtain an accurate reconstruction and visualization 
of the scanned object. 

The relative spatial relationship is fixed between the 
marker set attached to the US probe and US imaging plane if 
the marker set is stationary and the imaging setting remains 
the same. Therefore, the goal of spatial calibration is to 
ascertain that fixed relationship since a direct measurement is 
difficult. In the last few decades, many calibration methods 
are phantom-based, which determine the rigid transformation 

by transforming the segmented intersectional imaging region 
to a known phantom geometry using either point phantoms, 
cross-wire phantom, or plane phatoms [4]. Known challenges 
of such phantom-based calibration include: (1) the precise 
phantom fabrication and assembly to ensure correct 
positioning of points, wires, or planes [5], and (2) unreliable 
recognitions of isolated points from US images [6]. 

B. Purpose 
The objective of this study is to perform spatial 

calibration with multiple independent general motions and 
determine the known transformation parameters with a 
closed-form solution to a matrix equation obtained from the 
relative motion information.  

II. METHODS 

A. Probe Tracking 
During probe tracking, probe motion was tracked with an 

optical camera, OptiTrack V120: Trio (NaturalPoint, Inc.) 
with a frame rate of 120 Hz. The marker set consisted of five 
asymmtrically placed retroreflective markers which were 
attached to the top of the probe. The tracking system assigned 
a coordinate system to each marker set as a rigid body.  

 
Fig. 1. Involved transformations in the proposed calibration 

Fig. 1 demonstrates the involved camera coordinate 
system (C), marker coordinate systems (M1 and M2), image 
coordinate systems (I1 and I2), and transformations in the 
calibration via independent general motions. 𝑇!"  denotes 
transformation from coordinate A to coordinate B. As shown 
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in Fig. 1, the probe was moved from the initial location (left) 
to the other location (right), in which the transformation (𝑇#$#%) 
between the before and after locations of the marker set 
attached to the probe could be calculated based on the camera 
tracking. 

B. Imaging Plane Estimation 
Relative frame motions of the independent general 

motions are also required to solve the spatial calibration 
problem. The most challenging issue of spatial calibration is 
the unavoidable and noticeable localization errors caused by 
the large elevation beam width determined by the size and 
curvature of the crystal or lens [7]. A three-point model was 
adopted to approach the location of the imaging plane. Two of 
the three points were the midpoint of the two short edges of 
the probe surface. To determine the third point, a 7.95 mm 
bead phantom was imaged at different depths with the 
Butterfly iQ probe (Butterfly Network, Inc.). The position 
where the imaging of the bead phantom was brightest was 
selected (Fig. 2). Once the three points were decided, they 
were replaced with markers to represent the location of the 
imaging plane. From the tracking data, the relative 
transformation (𝑇&$&%) of the frame motion could be estimated.  

 
Fig. 2. B-mode image of the bead using the Butterfly iQ probe 

C. Rigid Body Transformation 
The rigid body transformation was solved analytically 

through a matrix equation (𝐴𝑋 = 𝑋𝐵) in a special form of the 
Sylvester equation. 

Fig. 1 shows two different paths to transform the image 
coordinate 𝐼2 to the marker coordinate M1, which formed the 
equation 𝑇#$#%𝑇&$#$ = 𝑇&%#%𝑇&$&% , where 𝑇&$#$  and 𝑇&%#%  were 
equal and represent the unknown rigid body transformation 
since the relative relationship between the marker set and the 
imaging plane is fixed. With two sets of the relative probe 
motion 𝑇#$#%	 (A)  and the relative frame motion 𝑇&$&%  (B) 
obtained from the tracked independent general probe motions 
as mentioned in the last two sections, the matrix equation 
could be solved uniquely with rotation logarithms [8]. The 
solution was a homogeneous transformation matrix, from 
which the relative six degrees of freedom (6-DoF) parameters 

(yaw, pitch, and roll angles for rotation, Tx, Ty, Tz for 
translation) could be deduced.  

Probe motion consisted of both rotation and translation  as 
general motions. Two general motions that did not share 
parallel axes are independent [9]. To evaluate the calibration 
accuracy, starting with the initial location, the probe was 
moved to two different locations through two independent 
general motions to obtain the estimated rigid body 
transformation. The positions and orientations were recorded 
by the camera of both the marker set on top of the probe and 
the marker set representing the imaging plane location. The 
camera kept tracking the subsequent freehand motion of the 
probe for 60 seconds for validation purpose. For each pair of 
captured locations of the probe and imaging plane, the 
transformation could be calculated based on the tracking data. 

III. RESULTS & DISCUSSION  
Theoretically, the 6-DoF relative pose deduced from each 

calculated transformation should be the same. However, due 
to the uncertainties of the tracking system, the relative poses 
were variant in a real situation. Table I shows the estimated 
pose (EST) and the average values (AVG) as the reference 
and standard deviation (STD) of the calculated 
transformations.  

TABLE I. STATISTICAL ANALYSIS OF CALUCULATED 6-DOF POSES 
AND THE ESTIMATED POSE 

 Pitch 
(deg) 

Yaw 
(deg) 

Roll 
(deg) 

Tx 
(mm) 

Ty 
(mm) 

Tz 
(mm) 

EST -24.46 5.38 26.82 21.64 -154.10 24.26 

AVG -26.26 3.23 29.14 23.96 -151.46 34.01 

STD 0.86 0.47 0.24 0.63 0.48 1.48 

By comparing each calculated relative pose with the 
average pose, the error range for each DoF is shown in Fig. 
3. Fig. 3 also demonstates the absolute errors between the 
estimated relative pose and the reference.  

 
Fig. 3. 6-DoF Calibration Absolute Errors 

The overall calibration achieved millimeter-level 
accuracy for translational and degree-level accuracy for 
rotational DoFs. One error source was the analytical solution 
of the equations, which may be improved through iterative 
optimization [10]. Compared with the other 5 DoFs, the error 
of translational position along the z-axis (Tz) was noticeable. 
A possible reason for this may be the tracking uncertainty 



along the z-axis as the z-axis is the depth direction 
(perpendicular to the lenses) [11]. The error range of Tz 
shown in Fig. 3 is almost three times greater than the other 
two translational DoFs, but this may be reduced with an 
optimized marker set configuration. Future work includes 
enabling the estimation of the relative frame motion during 
the calibration process to be less dependent upon delicately 
designed phantoms. 

IV. CONCLUSION 
This paper reported a spatial calibration method for 3D 

freehand US technique via independent general motions. 
With the three-point model estimating the imaging plane and 
two independent general probe motions, the proposed method 
estimated the rigid body transformation between the marker 
coordinate (attached to the probe) and the imaging 
coordinate. The overall calibration accuracies were 
millimeter-level for translational and degree-level for 
rotation DoFs. While the results are promising, they may be 
further enhanced with an iterative process to solve the 
equations and optimized marker set configurations for 
improved tracking.  
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